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Abstract

TANGO, is a control system framework based on CORBA, it provides distributed objects and distributed services. It can be scaled from controlling a large accelerator complex or a beam line until a small embedded system.

For several years TANGO is being developed as an open source project on Sourceforge by 4 European light sources - ESRF and Soleil in France, Elettra in Italy and Alba in Spain. Over the last year improvements have been made to the TANGO core, web interface, code generator tool and numerous classes has been developed within the 4 core institutes and by other groups around the world. The main highlight of the last year has been the successful commissioning of Soleil. Other highlights include the increasing number of groups using TANGO and the first embedded TANGO device servers now running on a Libera beam position monitor. This talk will briefly present TANGO and then provide an overview of the new developments in TANGO since the last PCaPAC meeting.

How does it works
TANGO[1] is an object oriented distributed control system using CORBA developed in a collaborative open source organization  by 4  European light sources.    It defines a protocol to interact with objects distributed over an heterogeneous network in a so called “software bus”. 
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Much more than a simple software bus, TANGO is now a mature system integrating a large set of tools and utilities necessary to operate a large instrument like an accelerator complex or a simple experiment in a laboratory.

It includes a database server for configuration, a set of tools to administrate and configure it with associated Java GUIs. An History Database system is available to archive all the physical signals of a control system.
A set of binding allows physicists to work with their favorite tools such as Matlab, Labview, IgorPro or Python to interact with equipment devices.

Many utility classes, servers and their associated GUIs are available to do scanning, alarm system, web interface, etc…
A  code generator allows to generate the frame of any server necessary to integrate new hardware in a control system.

Concerning the GUI, a set of generic tools allows to monitor and control all hardware device of the control system.

Specific Java, QT or Python application can be easily written thanks to the corresponding application toolkits. A synopsis edition and animation tool allows to write beautiful synopsis without writing a single line of code.[image: image2.jpg]File
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Recently, two bridges have been written to allow interoperability with EPICS systems. Now, Tango can be used as a object oriented layer above EPICS. In the other way, an EPICS system can also integrate a TANGO server. These 2 bridges open the door to a possible larger integration of these 2 complementary systems.
Another recent progress is the possibility to embed a TANGO server directly in a small acquisition system or in a Field Programable Gate Array (FPGA). This possibility allows the suppression of one computing layer and open the door of ubiquitous computing for control.

The collaboration

The collaboration started in 2002 and extended in 2004 and 2005 has shown it’s efficiency. The 4 collaborating institutes are sharing a CVS repository at Sourceforge[2].
ESRF and ELETTRA are in operation for more than 10 years and use TANGO  for their  modernization program. At the opposite, SOLEIL and ALBA are both in construction phase and use TANGO in a coherent way for Beam lines and accelerator. The collaboration cover a large range of needs.

The responsibility of Each institute has been attributed naturally depending of the needs
ESRF, is in charge of the following items:

· Core libraries in C++ and Java.
· Class generator (pogo) 

· Database server and browser (Jive)

· Administration tool (Astor)

· Java application toolkit (ATK)

· Synopsis editor (Jdraw)

· Windows setup program.

SOLEIL is in charge of:

· Scada interface

· History database

· Java panels

· Industrial I/O classes

· Many utility classes

· Matlab and labview bindings

· Logging system
ELETTRA is in charge of:

· Database clustering

· Web interface

· Alarm system

· Qt/C++ toolkit (Qtango)

· Porting servers on ARM processor

· Archive events for History Database
And ALBA is in charge of:

· Python server

· Industrial I/O Abstract classes

· Motor control classes

· Motor/Counter device pool

· New web site
The successes
In several domains, several institutes are working together and bring their knowledge and experience.

A typical example is the integration of the Digital BPM Libera [3].

SOLEIL has written the device server for Linux

On the proposal of ELETTRA, ESRF has ported the TANGO libraries for ARM processor.

ALBA has written a management tool

ELETTRA has embedded the server in the controller with active help of SOLEIL and ESRF.

Now, the four institutes are using the same digital bpm software chain.

Some other narrow collaborative developments can be highlighted:

· Database server clustering and redundancy

· History Database

· Application toolkit and GUIs

· And many other cases.

In all these common field the collaborative development in an open source strategy is a success and TANGO can now be considered as a complete and operational system.
What can be improved
However there is some fields where things can be improved.

A typical case is the device servers development. With the time, a huge number of hardware has been interfaced and numerous devices servers have been written in all the institutes and by various TANGO users in other labs. (e.g. CEA [4]). 
It becomes more and more difficult to benefit from this large basis because there is no easy way to identify, find and  classify what is existing and if it may fit to your need. Some database, search machine or classification needs to be setup. 

The use of the abstract interfaces defined and agreed by everybody is not used enough. It could largely improve the coherence of the different hardware interfaces.
Concerning the visibility of TANGO. Each institute has its own web site. It does not ease the overview of what’s happening. We have started to implement a common web site [5] The filling of it is in progress.

Lastly, there is a large number of different tools which needs to be learn and known. The integration of all the tools in an unique workbench such as Eclipse[6] would be a good way to have an unified interface.
ENLARGING THE COLLABORATION
Thanks to the download facility, TANGO is now used outside the 4 collaborating institutes. TANGO is used in some schools and universities and in some other  laboratories. 
We aim to enlarge the community because we thing that more user we are, more rapidly the system will grow and be stable.

The last collaboration meeting held in Grenoble in September has been organized  jointly with the ISAC meeting. 11 institutes and 35 people attended to the meeting and shown their interest to TANGO. 
We discussed the vision of the future and we noticed a common view among the participants. 

We agreed to notice that such a big meeting was not the best place to take technical decisions. We would like to continue innovative development without being slowed by too much inertia. However a control is necessary to avoid possible forking or divergence between a large number of collaborative institutes. In consequence we agreed on new rules for decision making.
We setup a management board composed of 4 people. Each institute nominates one member. This management board is in charge of taking decisions concerning the general strategy and the core libraries. They communicate regularly by cyber meeting and maintain together the tasklist. In case of divergence, a vote will be done.

In addition of that, we have defined a certain number of working groups working on particular items.
· History database

· Java Application toolkit

· Industrial I/O servers

· Web site

· Embedded systems

· Etc…

Working group can be setup on a temporary basis for a common development as it has been the case recently for the digital BPM software.

Each working group is taking care of its domain and regularly communicate by cyber meetings. They are all composed by members of different institutes.

Plenary meetings will be organized twice a year in a rotating manner in each institute. It will be the occasion for each working group to report on their activities.
Future developments
Even if today TANGO can be considered as a mature system and is stable, active development continues in each institutes to improve and extend its features. The key subjects are the following:
· Merge the 4 web sites in one single http://tango-controls.org. This site has already been created it will be filled up soon.

· Split the documentation in several books and write down more tutorials and code examples.
· Write a distributed naming service in order to decrease load and dependency on database server.
· Complete all the present tools with new features, allow the code generator to generate Python servers.

· Writing numerous abstract classes for widely used devices such as CCD, Industrial I/O, motors ...

· Associate each abstract class with a Java panel.
· Improve the identification, the finding and the packaging of the device server classes available by reinforcing the standardization of the documentation.

· Embedding a TANGO server in  FPGAs.
· Work on an Eclipse workbench to integrate all the development and deployment tools in one single interface.
· Last but not least, there is a permanent work of developing new device servers for interfacing new hardware and extend the catalog of supported devices.
Achievements
Soleil is running

The main achievement of this last year is the successful commissioning of the SOLEIL light source [7]. It is the first light source where both the accelerator complex and the 6 first beam lines are fully controlled by TANGO. This represents 7 instances of TANGO today. 12 in medium term. 
The accelerator control system is running about 150 TANGO device servers exporting more than 8000 devices running on 105 hosts (mainly Windows based Compact PCI crates). The Graphical User interfaces are made with a Java based SCADA including ATK widgets. A large part of the control room GUIs has been easily developed by the operator staff themselves thanks to the high modularity of the provided tools. 
From the early beginning of the commissioning, TANGO has been providing to the physicists a full range of utility (GUIs, archiving tools, online display of signals etc…) allowing them working efficiently. On the beamline side,  the TANGO scan server and associated GUI together with a sequencer named Passerelle allows the users to pilot their experiment. 
ESRF and ELETTRA: A careful migration

At ESRF and ELETTRA, TANGO has been step by step and smoothly integrated to the former control system while it was operating 24 hours a day. A set of gateways allows the interoperability of the TANGO control system with the former RPC based control system which were built on the same distributed paradigm.
ESRF achievements and projects
This last year, the Machine control systems runs 350 TANGO servers for 1500 devices while the former RPC system is still controlling 6000 devices. The entire vacuum system, the linac, the interlock system, the alarm system and the PSS have been fully converted to TANGO. Many other instruments are now progressively interfaced to TANGO.
The control room runs a mix of old Motif RPC and Java/TANGO applications. The interoperability is such that any new refurbishment done with TANGO  integrates easily to the all. 
The beamline are step by step converted to accept TANGO. Today half of them are running some TANGO servers. servers for key equipments such as CCD detectors, stepper motors or counters are being developed. They will migrate soon on a large number of beamlines.
ELETTRA achievements and projects

At Elettra. Several fundamental installations (injector pulsed magnets, RF master oscillator, most of the BPMs) are now fully under Tango control and 140 device server are currently in operation. 

The Global Orbit Feedback project [8] currently under development is completely Tango based.

Elettra is developing two important new projects: the new booster injector[9], which is going to replace the current linac based injector, and FERMI@Eelttra [10], a single-pass free electron laser covering the 100 nm to 10 nm wavelenght region and capable of delivering femto-second light pulses.

The controls of both these new accelerators will be completely based on Tango. 
ALBA status
The civil works have started and the commissioning of the storage ring is foreseen for 2009. TANGO will control both the accelerator complex and the 20 beamlines. For one year, Alba has been participating actively to the collaboration and is developing multiple device servers for a set of industrial I/O. ALBA takes in charge Python server library and a key project named  “ device pool” This software allows to dynamically instantiate TANGO objects for motors and counters and does the link with dedicated hardware. This project may have a large impact for the beamline control of all the 4 institutes.
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