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1 Introduction

This document contains some suggestions on how to perform a surface X-ray
diffraction experiment, starting from the hardware and ending with the list of structure
factors. The aim is to get a crystallography data set that is as accurate as possible in the least
possible time. For a general description of the technique, several reviews are available[1, 2].

2 Diffractometers

Diffractometers for surface X-ray diffraction come in many types with equally many
different names. z-axis [3], 5-circle [4], 6-circle [5], 2+2-circles [6] and 2+3-circles [7], to
name only the most popular. They come in both horizontal and vertical scattering geometries.
An accurate data set is only possible when the diffractometer is carefully aligned. In normal
circumstances, the machine is in an aligned state, but it is often a good idea to check the
alignment of the main circles. Thiswill takes afew hours, but finding an alignment error after
severa days of data acquisition isworse. Things that need to be checked are:

Does beam go through the centre of the diffractometer?

Arethe zero's of the circles properly set?

Arethe detector dits and the beamline dlits properly centred?
Every error may mean that scans are not properly centred (particularly at high I-values),
which means that a lot of time has to be spend on offsetting the scan range. Alignment errors
also lead to intensity differences between equivalent reflections.

Sometimes the incoming beam is not horizontal (due to a reflection from a mirror for
example). The diffractometer should have the same tilt as the beam, but this is not aways
taken into account and will then be a source of errors.

Most of the time, the detector arm will have two sets of dlits: one set close to the
sample (dlitl) and one in front of the detector (dit2). In the in-plane direction, dlitl en dit2
together define the active sample area. The value of ditl is the most important one for the
active area, while dlit2 is more important for the angular acceptance. In order to minimise the
effects of the coupling between real and angular space, it is a good idea to have dlit2 dlightly
larger than dlitl [8]. Typical values are 2 mm for dlitl, and 3 mm for dlit2. In the out-of-plane
direction (I-direction), only dit2 is important. Slitl (if implemented) should be kept wide
open in that direction [9].

3 Sample alignment

The aignment of the sample consists of two steps: physical surface and
crystallographic (orientation matrix U). First the surface is aligned, typically with a laser. The
surface normal should be aligned along the axis of the diffractometer. Two degrees of
freedom are necessary for this. The implementation varies: cradle and circle, two cradles or



hexapod. In the following, we will call the rotation axis of the sample w. The laser alignment
consists of the following steps:

Reflect laser off the sample and mark the spot (e.g. piece of paper on the wall)

Rotate w by 180° and mark laser spot again (the laser spot describes an ellipse)

The point exactly in between the two marked spots is the centre. Mark this point.

Bring the laser spot on the centre point using the available degrees of freedom.
Sometimes a second iteration is necessary. Instead of using a laser, the same alignment can be
done with the actual X-ray beam using total reflection. Due to the small angle of incidence,
thisis only accurate for the alignment angle in the scattering plane.

Since most surface science samples have a well defined crystallographic face with a
small miscut, the laser alignment also largely determines the crystallographic alignment,
except for the azimuthal angle. In the crystallographic alignment often only two reflections
are used: the primary and the secondary (more sophisticated schemes to find the orientation
matrix are possible). The alignment starts with choosing an appropriate, out-of-plane bulk
reflection. A reflection with several symmetry equivalent ones is easiest, because then there
are many opportunities of finding one member of this set. The detector angles have to be set
for this specific reflection. A rotation of wis al that is required (hopefully!) to find the bulk
reflection. Typical steps:

With dlits open and no attenuators, rotate w to find the first reflection (use rate meter or
oscilloscope for this).
Close out-of-plane dit2 to ~0.5 mm, to avoid errorsin thisangle.
Optimise al (non-degenerate) angles.
Store the angle values as one of the orientation reflections.
Do the same thing for a second reflection and done!

When the laser and crystallographic alignments are done on a stable sample (e.g. no
annealing in between), the miscut can be calculated. If this is done accurately, then after a
new crystallographic alignment (done, for example, because the sample moved), no new laser
alignment is required, because the alignment values can be derived from U and the miscut.
This option, however, may not be implemented in the available software.

4 Optimisation

Once the sample is aligned, surface sensitive reflections can be measured. On a
"representative” one, optimise the parameters that influence the signal and the signal-to-
background ratio, like the detector dlits (in particular dlit2), the size of the incoming beam and
the incoming or outgoing angle. The in-plane acceptance of dlit2 should be sufficiently large
in order to avoid systematic errors as a function of the scattering angle or between integer and
fractional-order reflections [8]. For samples with broad peaks, this could mean that its value
has to be more than the typical 3 mm.



A surface reflection can also be used to put the sample in the middle of the beam by
doing a scan of its position while sitting on top of the reflection. The surface reflection has
little chance of being contaminated with harmonics and is thus a save way to set the
discriminator levels of the detector.

5 Scan types

In order to have a low background from the bulk, typically a low incoming or
outgoing angle is used. Most of the time, the incoming angle is kept low, but for better line
profiles (and possibly even better signal-to-background ratios) also a small exit angle can be
considered [8].

The most common type of scan is arocking scan in which the detector is fixed and the
sample is rotated. Rather than rocking an angle, one can aso scan in reciproca space
(diffraction index scan), but thisis rarely done, since it requires more thinking about the scan
direction.

Specular reflectivity scans can also be part of a data set. There are two ways to obtain
reflectivity data. The first one is with a rocking scan of the surface norma within the
scattering plane. Depending on the diffractometer, this can be done using an alignment cradle,
the angle of incidence, or another appropriate degree of freedom.

The second type of reflectivity scan is a ridge scan. The detector and sample are
rotated simultaneously such that the specular reflectivity condition is continuously
maintained. One stays “on top of the peak”. In order to find the background in this case, the
scan needs to be repeated with an offset on either side of the reflectivity profile. For a well-
defined surface, sufficient detector acceptance and not too small angles, this type of scan
givesreliable data[8]. If thisis not the case and also in case of small angles, rocking scans are
the only option. The ridge scan is attractive, because it quickly gives data with a fine spacing
of |-values.

An aternative for angular rocking scans is the use of an area detector. In this case an
entire profile is collected at once. This is particularly suitable for out-of-plane data measured
with a small incoming angle [8]. This stationary mode is hardly used at present, but is
expected to gain in popularity because low-noise CCD cameras are becoming available. The
reflectivity ridge scans mentioned above are in fact an example of such a stationary data
collection mode.

6 Collecting scans

A crystalographic data set consists of "as many reflections as possible”. A few
different CTR's is often sufficient to get accurate z-coordinates. Measuring many full rods is
time consuming, while more information is gained by obtaining different in-plane reflections.
These are, after al, different Fourier components, while extra rods repeat the same |-range. It
isimportant to measure up to the highest |-value possible.



In order to get as much data as possible in the shortest possible time, consider the
following points:

The accuracy of the data is mostly determined by systematic errors, rather than counting
statistics. When the integrated counts in a peak are about 1000, the counting error is only
3% (if the background is low, otherwise more counts are needed). Most data sets have
systematic errors that are larger than 3%, so then there is no need to accumulate more than
1000 counts.

If aCTR profile is smooth, the Dl interval can be taken quite large. No real information is
contained in the intermediate points.

A profile can already be accurately integrated if the peak contains something like 7-10
points. Extra points make a nicer plot, but don't determine the error in the data set.

Scans should be sufficiently wide to allow the determination of the background. Time can
be saved by using scan types that have awider step spacing in the background region (e.g.
‘xdscan’ in SPEC).

Make sure that enough symmetry-equivalent reflections are measured. This is the best
way to get areliable estimate of the error. Doing a full set of equivalent reflections for a few
cases can sometimes identify bad scan regions (ranges in w), due to alignment errors or
sample inhomogeneties. Such regions can then be avoided in subsequent scanning.

7 Keeping track

In order to get a data set of good quality, it'simportant to keep track of the data. In situ
analysis is required, because then changes as a function of time, misalignments etc. can be
identified and (hopefully) fixed. Two computer programs are helpful in this respect: ANA and
AVE. ANA (ANAlysis) can be used to integrate scans and to convert these into structure
factors, while AVE (AVErage) can sort and average data, determine agreement factors and
produce a data file for the program ROD for a structure analysis [10]. Comparing a
preliminary rod profile with a calculation done in ROD may show that a sample is still too
rough and needs further preparation.

All the programs use a command-line interpreter for their interactive use. They
contain various commands and submenus (for ANA and AVE these are listed in Appendices
B and C, respectively). Typing ‘help’ or *? will list a menu or give additional information in
many cases. In the list of available commands in a menu, only the letters shown in capitals
need to be provided in order for a command to be recognised. Capitals and small case are
treated the same. Often a command requires parameter values and it will prompt for a value
after an <Enter> is given. The <Enter> is not necessary after each command or prompt: many
commands can be typed on a single line. After typing <Enter>, the entire line will be
executed. The relevant prompt will only appear when the command line does not contain the
necessary item or when the line contains a mistake.



8 ANA

When starting ANA in anew directory for the first time, a number of parameter values
are given default values. When quitting the program, the most relevant parameter values are
saved in afile caled ANA_INIT.MAC. Thisis a macro file, containing a list of commands
available within the program, in the same way that the commands can aso be typed
interactively. When restarting ANA, this macro file will be automatically executed, so that the
parameters resume the values they had in the previous session. For plotting, the parameters
aresaved in asimilar way in the file PLOTINIT.MAC.

In this section the use of ANA for the integration of surface diffraction data will be
briefly described. There are more options available, whose actions can be found by listing the
various menus (see Appendix B).

ANA has a buffer for (normally) 5 spectra. Data can be read into such a spectrum and
many operations on the data are possible. Typically the result of such an operation will be put
into another spectrum. For the data analysis discussed here, ANA has to be in the ‘datarun’
mode, which is done by typing: ANA>SET GENERAL DATARUN YES.

8.1 Datainput

First ascan hasto be read into ANA. Thisis done by the command READ in the main
menu. This prompts for afile type (like SPEC), a scan number and the spectrum number into
which the scan is to be stored. The actual input from the file uses many defaults that are set in
the menu ANA.SET.READ>. In that menu one needs to specify a number of parameters:
column number of the x-values (typically 1), the normalisation value for monitor counts
(typicaly 1€5), the column name of the y-value (typically "detector") and the file name (or
beginning of the file name, depending on the data acquisition program used). Most parameters
are explained in this submenu. When calculating structure factors, the incoming data should
be normalised to a standard number of monitor counts. Thus both a vaue for the
normalisation value and a value for the normalisation column have to be given. For data files
of the type SPEC or SRS, ANA will automatically determine the correct column number for
the detector and the monitor by finding the corresponding name.

A specia case occurs when the xcolumn parameter is set to a negative value. Then the
READ command will prompt each time for the column name.

After the read command, the data will be shown with some brief information in the
specified spectrum. Also severa parameters, like diffraction indices and various angle
settings, will be extracted from the data file. ANA assumes that the detector column contains
counts, and calculates the error ssmply as the square root of this total number of counts.



8.2 Data adjustments

Most of the time, the data as read in from the file will be suitable for immediate
integration. Sometimes, however, adjustments need to be made, e.g. removing points from an
aborted scan, deleting spikes or merging with other data. The ANA.OPERATE> submenu has
many commands that allow such operations. E.g. CUT to remove data points below/above a
specified value; DELETE to remove a specified range of points and LEVEL to straighten a
sloping background.

8.3 Scan integration

There are basically three ways to integrate a scan:
Fully numerical. The background is calculated from the intensity at the left and right in
the scan and the peak is integrated numerically. This is quick and easy and thus
convenient for the in situ data analysis. When scans are not well centred, or a singular
high value is located in the designated background range, errors may occur.
Curve fitting. The peak is fitted to a curve and the analytical integral from the fit is taken
as integrated intensity. This works fine as long as the peak indeed has an analytical line
shape (like Gaussian or Lorentzian). Thisis, however, often not the case.
Mixture. A curve fit is used to estimate the background, and subsequently a numerical
integration of the peak is done. This method is the most robust in practise, since it gives a
fairly precise value for the background, while non-ideal line shapes are correctly
integrated.
A spectrum is integrated by the command ANA.OPERATE>INTEGRATE. The precise
action of this command depends on the parameter values in ANA.SET.INT> and in
ANA.SET.COR>.

In ANA.SET.INT> aflag can be set for automatic (numerical) background estimation,
using a specified number of points at the start and end of a spectrum. If automatic is off, the
command will prompt for a background and background error, where it will use as defaults
the values from the most recent fit. For convenience, typing a negative value is the same as
accepting the default. In this case, the full command to integrate spectrum 1 with a
predetermined background from a fit is: ANA>OP INT 1 -1 -1. The output of this command
can be written to afile (with default extension ".int"), by specifying thisin ANA.SET.INT>.
The submenu also contains an integration range parameter. If a scan has a wide range of
background and a tiny peak, it is better to ignore in the numerical integration the part of this
background far away from the peak, because it only leads to a high error bar. When a scan has
been fitted, the RANGE parameter specifies the range (as amultiplier of the fitted fwhm) over
which the numerical integration will be performed.

When converting the integrated intensity into a structure factor, various correction
factors need to be applied [7, 8]: Lorentz factor, polarisation factor, etc. The corrections



require the angle settings of the diffractometer, which are automatically extracted when a
spectrum is read in. A number of other parameters is also required, and these need to be
specified in SET.COR>. Most of these are explained in that submenu. The most important
one is the type of scan used. For a normal angular rocking scan this is an RSCAN (default),
for the rare case of a scan using diffraction indices one specifies HKLSCAN. In the latter
case, no Lorentz factor applies. A reflectivity measurement using angular rocking scans is
specified as REFROCK.

All rocking scans are normalised to a step size of 0.01°. The effective rotation speed
of such a scan is thus 0.01° per the specified monitor normalisation. Taking for the latter
guantity the total number equivalent to 1 second thus gives an integrated intensity
corresponding to arotation speed of 0.01°/sec.

The type of diffractometer used also needs to be specified, because the correction
factors vary from type to type (except for the REFROCK scan). ANA assumes a vertical
scattering geometry. In case a diffractometer with a horizontal scattering plane ("vertical
axis') is used, the meaning of horizontal and vertical ssimply needs to be inverted. For
example, if the horizontal polarisation of the X-ray beam is 0.95, then for a diffractometer
with a horizontal scattering plane, one should set this parameter to 1-0.95=0.05.

For glancing incoming angles and not too small scattering angles, there is no need to
worry about inhomogeneities in the profile of the X-ray beam or about the finite size of the
sample. When thisis not the case, however, the beam profile correction flag has to be set. The
beam profile in this case is determined by four parameters: vertical and horizontal Gaussian
widths (fwhm) and vertical and horizontal dlit size, which are essentiadly cut-offs of the
Gaussians. This allows one to describe Gaussian profiles, rectangular profiles and mixtures of
the two. Note that the dlit size is meant to describe the profile at the sample position, and does
not necessarily equal the setting of the pre-sample dlits in the beam line. The size of the in-
plane detector dits (dlitl) is also required, because this determines which fraction of the
sample is observable. The finite sample size correction is currently only implemented in its
simplest form: acircular sample.

A reflectivity ridge scan is converted to structure factors in a different way. In this
case, one has to read in the peak and the two background scans in ANA in separate spectra.
Using the ANA.OPERATE> submenu, the background can be subtracted. As an example, the
command sequence, assuming the three spectra are in spectrum number 1, 2 and 3, is.

ANA>OP SUM 234 0OPMUL -0544 0P SUM 144.

This will put the background-subtracted data in spectrum 4. The conversion of this to
structure factors requires the command ANA>OP REFTOF (REFlectivity TO F). This will
apply the appropriate correction factors (from ANA.SET.COR>) and write the output to the
*.int file (if specified).



The correction factors for the various diffractometer types are summarised in the
appendix.

8.4 Peak fitting

ANA has various line shapes that can be used to fit a curve using the command
ANA>FIT. Typical curves are Lorentzian (for fractional-order reflections) or Gaussian
(integer-order). The command prompts for the line shape, the input and the output spectrum.
Next one enters the ANA.FIT.PAR> submenu, in which starting values can be specified,
together with parameter ranges (if required) and flags to specify whether a particular
parameter isincluded in the fit or not. For convenience, the command GUESS can be used to
let the program calculate starting values for al parameters. The command RUN will start the
actual least-squares fitting. The result is displayed on the screen, while the fitted curve is
stored in the specified spectrum number. If desired, the output of a fit can be automatically
written to afile, by specifying thisin the ANA.SET.FIT> menu.

For the case we are discussing here, getting structure factors, the fitting is mainly used
to get an accurate estimate of the background. For clear peaks there is never a problem, but
when the signal-to-background ratio is more pathological, it may happen that during the
fitting procedure the curve width explodes to alarge value in order to accommodate a curving
background. Such a ‘fit' leads to a completely wrong estimate of the background, and
therefore it is better to restrict the maximum value of the curve width by using the command
UPPER in ANA.FIT.PAR>. Gaussian curves are less prone to exploding widths than
Lorentzians, so Gaussians are often the best choice. The fit of the peak itself may not always
be good, but the background value is the only thing that matters.

An example of a full command line for a fit is: ANA>F(it) GS(single gaussian) 1 2
G(uess) R(un) 0. The '0" specifies that the normal statistical error estimate is used, rather than
amore elaborate fitting procedure.

8.5 Autoplot

The command ANA>PLOT can be used to plot a particular spectrum. After specifying
the spectrum, one enters the PLOT> menu where many options are available. For
convenience, ANA also has an autoplot command in which a series of common plotting
actions are combined. The most important ones are:

ANA>AUTOPLOT DATA. Generates a plot of the data file that was most recently read
in, together with atitle.

ANA>AUTOPLOT FIT. Produces a plot containing the data and its most recent fit,
together with the fitting parameters.



8.6 Loop command

Integration of scans requires the same operations many times. The ANA>LOOP
command is meant for such repetitive actions. It prompts for a first and a last scan number
and then executes the commands specified in the ANA.SET.LOOP> menu. In this submenu
one specifies a string of commands to be executed before the scan number and a string to be
executed after the scan number. In case of peak integration, this could be:
ANA.SET.LOOP>BEFORE "R SP" (Read SPEC datafile)
ANA.SET.LOOP>AFTER"1IFG12GROOPINT 1-1-1" (Fit and integrate scan)

(Note that the command BEFORE expects a string, which is either a series of commands in
quotes on the same command line, or a series of commands typed in after the prompt. In the
latter case, the quotes are not necessary.)

The command "ANA>LOOP 120 200" will then execute these commands for scans
120 until 200. The command is implemented in a fairly robust way. Normally, a sequence of
commands (e.g. in a macro file) is terminated as soon as an error occurs. When loop
encounters an empty scan or similar problems, it will keep running.

8.7 Summary of peak integration

Thus, in order to integrate a series of scans, the following things have to be done:
Set parameter valuesin ANA.SET.READ>.
Set parameter valuesin ANA.SET.CORRECT>.
Set parameter valuesin ANA.SET.INT>, including opening an output file.
Set parameter valuesin ANA.SET.LOOP>.
If desired, restrict fitting range of peak width in fitting routine.
Execute ANA>L OOP command.
Close the integration output file (or quit ANA).
The integration file consists of the following columns:

N o o s~ 0N RE

Scan#t h k F Sg list of correction factors used.

Reflectivity ridge scans are not integrated using the loop command, but by the
command REFTOF.

9 AVE

The result of the operationsin ANA is a*.int file with the full list of integrated data.
The next step in getting the data in final form is to sort and average these. The program AVE
is meant for this. The generation of the final data requires three steps: reading, averaging and
weighting the data.

10



9.1 Input

The AVE>READ command is used to input data. The type of data file can be
specified in the AVE.SET.READ> submenu, but all the defaults are set to read the integrate
files generated by ANA (including the default extension .int). If more data files need to be
read, the command READMORE has to be used.

For example, the command "AVE>READ NICEDATA" will read in the data file
nicedata.int.

9.2 Average

AVE sorts and averages the data based on the plane group symmetry that needs to be
specified in ANA.SET.SYMMETRY >. By default, AVE uses the Friedel rule to sort data into
rods with both positive and negative I-values.

Once the plane group has been set, the command AVE>AVERAGE groups all
symmetry-equivalent reflections together, calculates the average structure factor, the variance
(called s1) and the statistical error (called s,) and sorts the data (starting with the smallest h
and k vaues). The command generates a file with extenson *.ave in which al this
information islisted. In our example: nicedata.ave.

The command AVERAGE also calculates the agreement factor e of the data[1]. This
is done as follows. For each reflection of which more than one symmetry-equivalent
reflection is contained in the data set, the variance s is calculated. The e, of thisreflection is
the variance divided by the averaged structure factor. The e's of all reflections of sufficient
quality are averaged into the overall agreement factor e that is a measure of the systematic
errorsin the data set.

"Sufficient quality” is something that can be specified in AVE.SET.AVERAGE>. A
reflection is of sufficient quality if its average is larger than CUTOFF times the statistical
error s,, where the default CUTOFF is 2. In this way only well measured and sufficiently
strong reflections are used in the agreement factor calculation. Reflections that pass the
‘sufficient quality’ criterion are indicated by a ' in the .ave file. The reflections that are used
thus depend on the value of CUTOFF and on the way in which s is calculated. By default,
the standard deviation of the statistical average is used in the caculation of s
(SIGMA2MODE 0). Two other modes are available in AVE, which can be used if the
standard deviation is considered to be unreadlistically small. This can easily occur, because the
data contain more errors than just statistics. The main systematic errors, however, are taken
into account in the weighting scheme, and in practise using the default mode is often
satisfactory.

The agreement factor of a data set typically varies from 0.03 to 0.15.
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9.3 Weighting

The fina step is to calculate appropriate errors and to write all the unique structure
factorsto afile. The error that is assigned to areflection is calculated as follows:

— [a2E2 2
Shkl_ thkI+SZ

The error of a particular structure factor Fry is thus the square sum of the average agreement
factor of the entire data set and its own statistical error. In this way, also reflections of which
no symmetry-equivalent ones have been measured, get a redlistic error. Often the systematic
error dominates.

The command WEIGHT prompts for a comment line and then produces a data file
with extension *.dat (nicedata.dat) with the following format:

1% line: comment

next lines: h k I F S.

Thisisthe format required for a ROD datafile.

If the data set contains no symmetry-equivalent reflections of sufficient quality, no eis
calculated during the AVERAGE command. Weighting produces then data files with
anomalously low error bars. This can be avoided by setting a 'realistic’ value for e in
AVE.SET.WEIGHT> before executing the WEIGHT command.

The 'approximate beta' roughness model in ROD requires the I-value of a near Bragg
peak along a crystal truncation rod. If the flag LBRAGG is set in AVE.SET.WEIGHT>,
WEIGHT will prompt for such avalue for each rod. Thisvalue is added as an extracolumn in
the datafile.

ROD is prone to numerical errors for I-values that are integer. Therefore, by default a
small offset is added to such integer values.

9.4 Other datafiles

The entire data set is written to the *.dat file. During an analysis, it is often convenient
to have the different rods available as separate data sets. The command AVE>RODFILE does
this. After the weighting, this command produces a file for each rod that has sufficient data
points. The name of each file is generated by adding the (h,k) values to the filename. Thus for
the (1,-2) rod, one would get nicedatal 2.dat.

It is also often convenient to have a data set with only the in-plane data. This s, after
all, how surface X-ray diffraction started! The command AVE>INPLANE will generate such
afile from the full data set, trying to interpolate or extrapolate from nearby I-valuesto | » 0. It
generates afile with extension *.inp.

10 Making the final data set

One analysis cycle through ANA and AVE is normally insufficient to get the data in
its best form. Particularly for large data sets in which many scans are integrated automatically,
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without visual inspection, some of the scans may be completely wrong. This could for
example be due to a beam dump, a monochromator instability, a scan abortion, etc. After the
first cycle through ANA and AVE, it is therefore a good idea to take a careful ook at the .ave
file. All scans are listed there, and it is easy to find a singular strong or weak reflection in a
range of equivalent ones that is otherwise more or less constant. To aid alittle in finding such
reflections, AVE puts a'w' (warning) next to a reflection that appears very different from the
rest (based on its s value).

When a particular structure factor is off, it is necessary to take a more careful look at it
using ANA. Making a plot of the data may identify the problem (peak completely off-centre,
insufficient points, one or more spikes). The various operations that ANA offers can be used
to solve the problem, if possible. The error may aso arise from a strange fit, because for
example a spike misguided the GUESS command. By checking such a scan, and trying to
integrate it in different ways, a more reliable structure factor may be obtained. This value and
error bar can then replace the values in the original .int file using a normal text editor. If the
problem with the scan cannot be repaired, the structure factor should be removed from the .int
file.

If areflection is very weak compared to the background, it is difficult to integrate it
accurately. By using information from other scans in the same region of reciprocal space
about the peak shape, width and/or position, it is easier to determine the integrated intensity.
In the fitting procedure, one or more of these parameters can then be fixed. Providing an
upper bound for the structure factor is very valuable in a structure analysis. If the structure
factor is, for example, determined to be less than 3, then this can be included in the data file
with value 1.5 and error bar 1.5.

This 'manua’ cleaning of the data set may require a few iterations. The .int file is
modified and new .ave files are generated until all the data is considered satisfactory. In this
process one may find that the agreement factor also significantly improves. The fina
weighting produces the data set that is used in ROD. The cleaning procedure is typically done
based on the consistency of the data set itself (and the information in the experiment logbook
about possible changing experimental conditions). Only when this is completed, a serious
analysis using ROD should be done. However, it may occur that in the structural analysis one
specific reflection is always off. This can be a reason to reconsider the integration of that
reflection.
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Appendix A: Geometrical correction factors

The z-axis and the 5-circle geometries are special cases of the 6-circle geometry (e.g.,
by taking g= 0 in the 6-circle geometry, one arrives at the 5-circle geometry) [8]. In ANA the
correction factors for these three cases are therefore calculated in one subroutine for the
genera 6-circle case. At the moment, thisis (rather confusingly) listed as z-axis geometry in

ANA.
Most of the correction factors listed here can be found in refs. [7, 8]. The transmission

is not discussed in those references, so we briefly explain it here.

M sample

= NS

Be window

In a cylindrical sample chamber, the path length traversed by the X-rays through an
absorbing medium (Be window, liquid etc.) will depend on the incoming or outgoing angles,
see figure. We discuss here only the incoming beam, the exit beam is completely analogous.
For incoming angle equal to zero (bi,= 0), the transmission is equal to:

T,=e™
with mthe linear absorption coefficient and d the thickness of the Be window (or the liquid).
For afinite value of bj,, we have:

T, = g M/cosb (-I-O)l/cosb .

The absorption correction factor is the change in transmission with respect to zero angle of
incidence, thus:

—

C o 'b :(T )(l/cosb—l)l

abs,inc 0,inc
TO

The expression for b;, depends on the particular diffractometer used.
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Z-axis diffractometer

Lorentz factor rocking scan 1
sind cosa cosg

Lorentz factor stationary mode 1

sing
Lorentz factor reflectivity rocking scan 1

sinza
Rod interception cosg
Linear gtable (= changing dlit distance) COoSsy

Polarisation factor

P = pnPhor + (1'ph) Pyer

Horizontal polarisation Ppo

1- (sina cosd cosg + cosa sing)®

Vertical polarisation P

1- sin®d cos’g

Transmission incoming beam T (%osa - 1)
0,in
Transmission outgoing beam g%osg- 1%
TO,out
Area correction (ignoring footprint and 1
sind

sample size)

Beam profile and finite sample size

Calculated numerically in ANA. Seeref. [8].
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6-circle diffractometer

Lorentz factor rocking scan 1
sind cosb,, cosg

L orentz factor stationary mode 1

sinb,,
Lorentz factor reflectivity rocking scan 1 _ 1

sn2b,, sn2b,,
Rod interception 2cosb,, cosg
cosa +cos(@ - 2b,,) +sin(2a - 2b, )sing + 2sin’(a - b, ) cosd cosg

Linear gtable (= changing dlit distance) CO0sg
Pol arisation factor P = pnPhor + (1-pn)Puer
Horizontal polarisation Por 1- (sina cosd cosg + cosa sing)®
Vertical polarisation Py 1- sin®d cos’g
Transmission incoming beam T (%osa' 1)

0,in
Transmission outgoing beam Tg*%osg- 1%

0,out

1
sindcos@a - b,,)

Area correction (ignoring footprint and
sample size)

Beam profile and finite sample size Calculated numerically in ANA. Seeref. [§].
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5-circle diffractometer

Lorentz factor rocking scan 1
sind cosb,,
L orentz factor stationary mode 1
sinb,,
Lorentz factor reflectivity rocking scan 1 _ 1
sn2b,, sn2b,,
Rod interception 2cosb,,

cosa +cos(@a - 2b,,) +2sin’(a - b,)cosd

Pol arisation factor

P = pnPhor + (1‘ph) Puer

Horizontal polarisation Ppor

1- (sina cosd)?

Vertical polarisation Pye 1- sin*d
Transmission incoming beam T (%osa' 1)
0,in
Transmission outgoing beam 1
1

Area correction (ignoring footprint and
sample size)

sindcos(a - b,,)

Beam profile and finite sample size

Calculated numerically in ANA. Seeref. [8].

18




2+3-axis diffractometer

Lorentz factor rocking scan 1
sind cosa
L orentz factor stationary mode
Lorentz factor reflectivity rocking scan 1
sinza
Rod interception COSDout

Polarisation factor

P = pnPhor + (1'ph) Pyer

Horizontal polarisation Ppo

1- (cosd sing)?

Vertical polarisation Pye 1- sin*d
Transmission incoming beam T (%osa' 1)
0,in
Transmission outgoing beam ge%osb -1%
out
TO,out
Area correction (ignoring footprint and cosb,,
sind

sample size)

Beam profile and finite sample size

Calculated numerically in ANA. Seeref. [8].
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2+2-axis diffractometer

Lorentz factor rocking scan 1
sind cosa
L orentz factor stationary mode
Lorentz factor reflectivity rocking scan 1
sinza
cosa

Rod interception

sin’(a - g)cosd + cosa cos(a - g)

Pol arisation factor

P = prPrhor + (1‘ph) Pyer

Horizontal polarisation Phor

1- (cosd sing)?

Vertical polarisation Pye 1- sin*d
Transmission incoming beam T (%osa- 1)
0,in
. ) o
Transmission outgoing beam Tge%osbout 2
0,out
Area correction (ignoring footprint and cosb,,
sind

sample size)

Beam profile and finite sample size

Calculated numerically in ANA. Seeref. [8].
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Appendix B: Transforming between unit cells

Suppose we want to change from a unit cell with lattice vectors a;, a, and az to a new
one with lattice vectors a¢, a¢ and ag. The transformation between these is given by a
transformation matrix T, such that.

at= 601 Ty, (B1)
j
The inverse matrix will transform the lattice vector back:
a =4 T;'as. (B2)
j
Assume that position r has coordinates a; in the starting unit cell:
r=3 aa, . (B3)
We want to know the coordinates in the new frame:
r=g8ags. (B4)
The solution for this can be found by substituting (B2) in (B3):
0
r :éaiai =é aéaé Tij'laﬁtj—agaaT —a¢ (B5)
i i i ] i €ei
Thus
aj(t:éai-rij_l:é (T_l)tjiai , (B6)

where t stands for transpose. Thus the matrix that transforms the coordinates from the old to
the new unit cell is given by the transpose of the inverse of matrix T.

The matrix T itself transforms the diffraction indices H = (hkl) to the ones
corresponding to the new unit cell (see e.g. B.E. Warren, X-ray diffraction). In summary, we
thus have the following transformations between the two unit cells:

a@ito @, 0 a8, O 8@90

gag_—Tga ga =T gag‘,_

839(/) 8a3 o 8a3 o 839(/)

bl o ah o ab o

gkd:_ Tgk_ eki=T ke (B7)
A &l 5 &l¢

@dﬁo a@l aal @dﬁo

asi= (1), G, = (T) dasgs.

8‘?@@ 8332! 8332! 8‘?@@
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Example: fromfcc cubic to (111) surface unit cell

8% 0 %9 183 2 -2 19
H g = (;'}/2 » O —H fec H e = 3 2 4 1—H (111)
1 1 1y -4 -2 1
1(? 2 2 - 49 & Y 19
a (113 25(;' 2 4 - 2'Eafcc Qe = (;O o1 -Ea(m)
1 1 1 S, 0 1y

Example: from (111) surface unit cell to (CBx(B)R30° surface unit cell

é'.*eZ 1 09 ége}é A 09
H«/§ ¢ 1 1 O‘EH(lll) H(111) -C o5 O—EH@
So o 1 o o 13
&s s 00 gez -1 0¢
A =¢%h 7 O'Ea(m) amy=-¢l 1 O A
§0 0 1 o o0 13
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Appendix C: line profiles in ANA

A number of line profiles are used in ANA, the two most popular are the Lorentzian
and the Gaussian profiles. In all cases also a sloping background is part of the theoretical line
shape. In the line shapes, the following parameters are used:

b constant background

S slope in background

p peak position

h height of the peak

w width of the peak (typically fwhm)
h exponent

The following line shapes are used:

hw?

w? +4(x- p)*’
The integrated intensity of the peak is: ¥2pwh.

Lorentzian: L(x) =b+s(x- p)+

Gaussian: G(X) =b+ S(X- p) + he—4ln2(x. p)2 /w2 .

The integrated intensity is. % F%nzhw.

h

Approximate power law: P(X) =b+s(x- p) + -
€ ax- py .U
g P2 g
ee W o g

h/2*

For h = 2 thisis the same as a Lorentzian profile. Note that in this case w is not the fwhm;
that quantity is given by: w22 - 1.
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Appendix D: ANA commands

LA E RS EEEEEEEEEEEEEEEEEEEIN Y \NNRY =NVEEAAEEEEEEEEEEEEEEEEEEEEEEEEEEEEE TR

Read : Read a spectrumfromfile

Li st : List a spectrumto termnal or file
Cl ear : Cear all spectra

Set : CGoto set paraneter nenu

Qperate : Goto operations menu

Theory : CGoto theory nenu

Fit : Fit a spectrum

Pl ot : Plot a spectrum

Aut opl ot : Make automated pl ot

P3d : Plot spectrumas 3D curve

LOCop . Execute | oop conmand

Macr o : Run nmecro file

: Execut e an operating system command
Hel p : Display nenu

QT : Quit program

ANA>

EE R R R R R R R R R R R R R R FI LE TYPES EE R R R R R R R R R R R R R R
SRs : SRS data file

SPec . SPEC data file

SUper . Super data file (single scan)

Csuper : AOd super scan (in big data file)

Xye : File with x y (and opt. error) colums
Col um : File with arbitrary anmount of col umms
Ftascom : Single colum tascomdata file

Hel p : Display nenu

Ret urn : Return to nain nenu

File type:

PR R EEEEEEEEEEEEEEEEEEEEEEEEEEEESE] SE[' PARANE[‘ER PR R EEEEEEEEEEEEEEEEEEEEEEEEEEEE]
REAd . Set read paraneters

Fit : Set fit paraneters

Gener al : Set general paraneters

LCop : Set loop strings

Integrate : Set nunerical integration paraneters
Correct : Set correction paraneters

Hel p : Display nenu

Return : Return to main nenu

ANA. SET>

LR R R R R R R R R R R SE" READ PARA,\/E"ERS ER R R R R R R R R R R R R R R

Xcol umm : Col um nunber of x val ues

Ycol um : Col um nunber of y val ues

Mecol umm : Col um nunber of nonitor val ues

Ecol um : Colum nunber of error val ues

Nor m : Nornalization value for nonitor counts
HEAder . Nunber of header lines (obsolete ...)
Filenane : Nane of data file

Sol idstate: Solid-state detector correction (SRS)
YNane : Name of colum of y values in data file

Pat hnane : Pat hnane of SUPER file
NAut osub : # of files in automatic subdir. (SUPER)

SRs : Standard srs scan settings
AEs : Standard VSW AES scan settings
| D03 : Spec file of 1D0O3 type

| D32 : Spec file of 1D32 type

DUbbl e : Spec file of DUBBLE type

Li st : List paraneter val ues

Hel p : Display nenu

Return : Return to main nenu

ANA. SET. READ>

EE R R R R R R R R R R R SE" FIT PARA,\/E"ERS ER R R R R R R R R R R R R R

Open : Open file for fit results

ClLose : Cose fit output file

Standard : Use standard deviation weights in fit
Uni t : Use unit weights in fit

Li st : List paraneter val ues

Hel p : Display nenu

Return : Return to main nenu

ANA. SET. FI T>

EE R R R R S R R R SE" ENERAL PARA,VE"ERS EE R R R R R R R R
ONscreen : Screen output on

OFf screen : Screen output off

Dat ar un . Set data run node

Li st : List paraneter val ues
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Hel p : Display nenu

Return : Return to main nenu

ANA. SET. GENERAL>

ER R R R R R R R R R R R R R R SE" LCIP STRI ’\m ER R R R R R R R R R R R R R R R R R R
Bef ore : Set string before file nunber

After . Set string after file nunber

Shownunber: Show scan nunber during | ooping

Increment : Run nunber increnent in |oop

Li st : List parameters
Hel p : Display nenu
Return : Return to main nenu

ANA. SET. LOOP>
R R R R R R R R R R R R SE" INTE@ATI G\l PARA,\/E"ERS EE R R R R R R

Open : Open output file for integration results
ClLose : Cose output file with integr. results
Transmat : Set elenments of transformation matrix
NBackgr : # left/right background points

Aut oback : Automatic background cal cul ati on yes/ no
RAnge . Integration range (*fitted FWHV

Li st : List paraneter val ues

Hel p : Display nenu

Return : Return to main nenu

ANA. SET. | NT>
ER B R EEEEEEEEEEEEEEEEEEEE S SE[' mECTIO\I PARANE[‘ERS ER R R R R EEEEEEEEEEEEEEEEEEE S
NCcorrect : No correction factors applied

ZAXi s : Z-axis diffractoneter
TWopt wo : (2+2)-type diffractoneter
TWOPTHree : (2+3)-type diffractometer
REFr ock . Reflectivity rocking scan
Beantor : Beamprofile correction yes/no
Gammafix : Detector angle gamma at the SRS
LI Nganma : Linear ganma table yes/no
RScan : Spectrumis angul ar scan
HKI scan : Spectrumis diffraction-index scan
Dslit : In-plane width of detector slits
HSl it . Horizontal slit width of incom ng beam
VSlit : Vertical slit width of incom ng beam
HBeam : Horizontal fwhm of incom ng beam
VBeam : Vertical fwhmof incom ng beam
RAdi us : Sanple radius (only round sanpl es)
HPol ar : Horizontal polarisation fraction
TIn : Transm ssion of incom ng beam
TQut : Transmi ssion of outgoing beam
Li st . List current val ues
Hel p : Display nenu
Return : Return to nain nenu

ANA. SET. COR>

khkkkhkkhkkhkhkhkhkhkhkhkhkhkhkhkhkkkkk O-dl nat e/ SpeCt r um oper at | on rrenu khkkkhkkhkkhkhkhkhkhkhkhkhkhkhhhhkx*k
Mer ge : Merge two spectra
APpend : Append two spectra
SUm : Sumy-val ues of two spectra
SHi ft : Shift x-values of spectrum
Cent er : Shift x-values to put maximum at x=0
SCal e : Miltiply x-val ues by constant
Del et e : Delete range of points from spectrum
W ap : Wap x-range to avoid 360 degr junps
MU tiply : Miltiply y-values by constant
Add : Add constant to y-val ues
CUt of f : Cut off points; +/- = above/bel ow val ue
LUnp : Lunp data points

Integrate : Nunerically integrate a spectrum
AUt orrerge : Try merging with next-higher run nunber
Different : Differentiate spectrum

Flt sub . Subtract last fit from spectrum

SPlit : Split spectruminto peak and background
DV : Divide two buffers by each other

LOgl10 : Take 10g10 of y val ues

REFTof : Convert refl. ridge scan to str. factors
LEvel . Level spectrumwith sloping background
DESpi ke : Renpve spi kes from spectrum

Hel p : Display nenu

Return : Return to nain nenu

ANA. OPERATE>

R R R R R R R EEEEEEEEEEEEEEEEEEEEES] THEmY NENU R R R R R EEEEEEEEEEEEEEEEEEEEEEEES]
Theory : Choose type of theory

LOwer x . Lower x-value

Upper x . Upper x-val ue
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St epx : Step size in x

SPecx . Use x-range of spectrum (if O, use range)val ue
Val ue . Set paraneter val ue

Conput e : Conpute theoretical spectrum

Li st : List paraneter val ues

Hel p : Display nenu

Return : Return to main nenu

ANA. THEORY>

ER R R R R R R R R R R R R R R THEmY TYPES R R R R R R R R R R R R
LOrentz : Single Lorentzian

LLorentz : Doubl e Lorentzian

Gauss : Single Gaussian

GGauss : Doubl e Gaussi an

LGauss . Lorentzian plus Gaussian

GLorentz : Gaussian plus Lorentzian

Power : Power-law |ineshape

Voi gt : Pseudo- Voi gt |ineshape

Slit : Slit function

Hel p : Display nenu

EE R R R R R R R R SE" FI TTI ’\K_‘_’ PARA'VE"ERS EE R R R R R R R R R R R R R
Val ue . Set paraneter val ue

LOver : Set |ower bound on paraneter range

Upper . Set upper bound on paraneter range

Fi x . Fix a paraneter val ue

LCose : Make paraneter free

Guess . Estimate fitting paraneters

M dpoint : Set peak position to center of scan

Li st . List paraneter val ues

Hel p : Display nenu

RUn : Start fit

Return : Return to main nenu

ANA. FI T. PAR>

R R R S R R R S R R R R ALJTO PLO‘I’ '\/ENU ER R R R R R R R R R R R R R R R
Dat a : Plot data only

Fit : Plot data and fit

Title . Set standard data title

Scannunber: Make scan nunber the title

HKI : Put Diffraction indices in header

Errors . Error bar plotting on/off

Hel p : Display nenu

Return : Return to nain nenu

ANA. AUTCPLOT>
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Appendix E: AVE commands

khkhkkhhkhhkhhhkhhkhhhhkhhhkhhhkhhhhhkhkhkk

Set
Read
READMor e
MANi pul at e
Aver age
i ght
SWeéi ght
ROfil e
I npl ane
Macr o
Hel p
QT
AVE>

VAL N VENU % % % % o o sk sk % ok ok ok ok ok % ok ok ok ok ko ok ok ok ok o ko ok ok ok ok

Set paraneters
Read in new data
Read additiona
Mani pul at e data
Do the averaging
Make file with weighted data
Same as wei ght, plus scan #'s
Make separate file for each rod
Make file with inplane data

Run macro file

Execute an Ms-DOS conmand

Di spl ay nenu

Quit program

dat a

HAKK KKK KKK K K I KA AR KKk kkkkhkkkkkxhkdkd QET NENU ****xrxhkkkhkkkhkkhkkkhhkkkkkhkkkkx

REAd
SYmetry
Aver age
i ght
Hel p
Return
AVE. SET>

Paraneters for reading input file
Set symmetry group

Aver agi ng paraneters

Wi ghting paraneters

Di spl ay nenu

Return to main menu

EE R R R R R R R R R R R R SE" FI LE READ PARA,\/E"ERS LR R R R R R R R R R R

HEAder
I dco
HCo
KCo
LCol
Fcol
Si gcol
Li st
Hel p
Return

AVE. SET. READ>

Nunber of header |ines

Colum with identification (scan) nunber
Colum with diffraction index h

Colum with diffraction index k

Colum with diffraction index

Colum with structure factor

Colum with error in structure factor

Li st paraneters
Di spl ay nenu
Return to main nenu

EE R R R R R R R R SE" PLANE mp SY,\/’\/E"RY R R R R R R R R R R R R

P1

P31M
P6
P6MM
FRi ede
Li st
Hel p
Return

Pl ane group no. 1
Pl ane group no. 2
Pl ane group no. 3
Pl ane group no. 4
Pl ane group no. 5
Pl ane group no. 6
Pl ane group no. 7
Pl ane group no. 8
Pl ane group no. 9
Pl ane group no. 10
Pl ane group no. 11
Pl ane group no. 12
Pl ane group no. 13
Pl ane group no. 14
Pl ane group no. 15
Pl ane group no. 16
Pl ane group no. 17
Fri edel pairs yes/no

Li st current plane group
Di spl ay nenu
Return to main menu

AVE. SET. SYMVETRY>
PR R SR SR SR EEEEEEEEEEEEEEEEEE] SEr AVERAG,\BPARAWERS R R SRS EEEEEEEEEEEEEEEEEEE RS

Si gna2node:
CUt of f

Li st

Hel p
Return

Mode of signa_2 cal cul ation

Cutoff in agreenent factor evaluation
Li st paraneters

Di spl ay nenu

Return to main nmenu

AVE. SET. AVERACE>
KEKK KKK AKX KKk kkkxkkkkkkxxxkx QET WE| GHT PARANETERS * * * % % % % %k ko ke k ok ok kk ok ko k ok k ok kokkok %

Epsi |l on
M ni mum
LMl t

I nt egerl
LBr agg
Li st
Hel p

Aver age agreenent factor

M ni mum # of equival ent reflections
Mul tiplication factor of

Add offset to integer | yes/no

I nput nearest Bragg peak |-val ues
Li st paraneters

Di spl ay nenu
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Ret urn : Return to nain menu

AVE. SET. WEI GHT>

PR R EEEEEEEEEEEEEEEEEEEEEEEEEEEE] 'VANI PULATE NENU PR R EEEEEEEEEEEEEEEEEEEEEEEEEEEE]
Scansel ect: Miltiply f for range of scan #'s

HKselect : Miltiply f for specific {hk}

LSel ect : Multiply f for specific |I]
Hel p : Display nenu
Return : Return to nain nenu

AVE. VANl PULATE>
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