Using PPMXML2 and PPMXMLTENS2

The PPMXMXL2 and PPMXMLTENS2 codes allow fitting the structural and magnetic contributions to the x-ray reflectivity of a multilayer stack. The PPMXMXL2 is first used to fit the structure contribution and get structural parameters from the reflectivity data. The magnetic contribution to the reflectivity is analyzed with PPMXMLTENS2. The programs are very flexible,  allowing also  to simultaneously fit several scans or to fit reflectivity curves vs energy.
1. Getting structural parameters from the reflectivity data with PPMXMXL2

1.0. Outline

The program calculates the optical index for the materials at your sample, taking into account the anomalous part to account for measurements at resonance. Then a model of the sample is build, with some fitting parameters and ranges. The program calculates its reflectivity and compares with the experimental reflectivity data. Finally, if requested, it iterates by changing the variable parameters of the model to obtain the best fit of the data.

1.1. Physical basis

The program is based on the exact solution of Maxwell equations in a media which is described by a dielectric tensor, what may be called a semi-classical approach: on one side a matrix formalism describes the multiple reflection and refraction of going down and going up x-ray beams in the layers (or interfaces); on the other side, the “quantum or atomic part of the description” is incorporated through the optical index, which accounts for the resonant and non-resonant scattering and absorption amplitudes. Details can be found in the documentation by A. Mirone concerning an old version of the program, called ONDA and in M. Sachi and A. Mirone, PRB 57, 14 (1998).

1.2. Input file

The program uses an input file input_file.xml (see example file 1), which gives all the needed input data and parameters.  This file would be normally in your local directory.

In the LINUX version (if you work at the ESRF) to execute the program passing the input file one does

“/scisoft/ESRF_sw/WRAPPERS/ppmxml2  input_file.xml”. 

The “2” in “ppmxml2” is the version of the program which will write an output file with a proper spec header syntaxes.

(It is needed to have a subdirectory to allocate partial results output, called PARTIAL.)

The input file has three main parts: the calculation of the optical index from absorption data, the build of a model of the sample, and the fitting procedure of the reflectivity data. One can edit the file with a text editor like “nedit” or use the program graphical interface “ppmgui” which has an integrated help. This is launch by tapping 

“/scisoft/ESRF_sw/WRAPPERS/ppmgui  input_file.xml”.

Once you are familiar with the input file, you may prefer to use a simple editor to edit changes in the input file. However, the graphical interface guide may be of interest to remember the meaning of parts of the input file or to find typing errors.

1.3. Output file

The output files are written in the local subdirectory PARTIAL  and are text files. One has two types, the one with the variables of the fit and the fitted calculation values.

The variables are in the variables and last_variables files, in example:

RCO_0 = 7.999992e+00 

RCO_1 = -7.494543e-01 

RSI_0 = 7.475050e+00 

RSI_1 = 5.001958e-02 

symbol_tmp5 = 3.597158e+01 

symbol_tmp8 = 3.550205e+01 

nomrLE = 2.017233e+00 

#######################################################################

_RCO_0_ = 7.236505e+05 

_RCO_1_ = 5.685366e+00 

_RSI_0_ = 1.536232e+01 

_RSI_1_ = 4.266444e+00 

_symbol_tmp5_ = 9.508625e+00 

_symbol_tmp8_ = 4.048243e+00 

_nomrLE_ = 4.967551e+02 

The first part gives the final resulting variables. The second part is used to detect problems when a value gets equal to a range limit. If a parameter went to a value equal to a range limit then the fitting procedure may not have been correct.

The calculation result files arecalled partialresultsXX and lastresults_X. They acumulate the updated last results during all the fitting procedure. They structure in the spec output style is:

#S1 Scan

#N 5

#L Yc  Wa  An  Ye  Bo

4.420777e-01 1.597336e+01 3.490659e-02 6.042908e-01 1.000000e+00

4.383627e-01 1.597336e+01 3.525565e-02 5.718144e-01 1.000000e+00

4.344724e-01 1.597336e+01 3.560472e-02 7.084885e-01 1.000000e+00

4.303879e-01 1.597336e+01 3.595378e-02 7.918743e-01 1.000000e+00

…

which has the following column signification: 

Yc (calculated Y values), Wa (weight for the fit of the point), An (angle values in radians),Ye (experimental Y values), Bo.

One can plot the calculated values vs the experimental data for example using newplot or other plotting software such as gnuplot. (If you are using a windows PC and launching the calculations from a EXCEED window, you may find comfortable to use the windows explorer to access your directory ,for example through ESRF samba, and order your input and output files,…etc, and you can also launch windows newplot and retrieve you data from your local copy of your genserv directory instead of launching newplot also through your exceed application.). In the Linux version run on-line, sometimes you may need to enter once in the command line an instruction of the type “setenv ppmwritenewplot 1” or “export ppmwritenewplot=1”.

1. 4. The input file reviewed in more detail

The following is an example of the input file in the initial analysis of resonant reflectivity data taken for a multilayer [Si(3nm)/Co73Si27 (5nm)]10/Si (3nm)/SiO/Si(111). (The raw data fits112s150.dat file is included with this doc.). Measurements were done at a photon energy of approximately 776.2 eV, Co L3.
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1.5. Modifiying your input.xml file

The input.xml file has to be modified to build your model or to add some special flexibility to the calculation that is important for your analysis. It is not very complicated, but it is not simply changing a parameter or having a very simple graphical interface. You have to change code lines (so if you do not know a word on python and have never ever seen a single line of the program code then it is simply impossible that you know how to do the modifications, for much that the code father may think that it is easy to do so). Here you have some examples, that will give you the code to use, and luckely you will only need to change one block for other and at maximum change your factors or parameters on it. 

Modification 1: Using your own XMCD data for the calculation of the optical index from absorption data by means of a K-K transformation.

[image: image13.wmf]700

750

800

850

900

0.000

0.001

0.002

0.003

0.004

0.005

0.006

 

B

 

B

Y Axis Title

X Axis Title

 

Original XAS spectra for C+ polarization (black) and after

a parabolic background substraction
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XAS spectra for C+,C- polarization with the extensions of the energy range

A practical way to use your XMCD data is to normalize then and offset them to match properly the tabulated values for the absorption of elements. This way you get the correct normalization for your absorption data.

In the example here,  “CoAve”  stores the values for the real and imaginary parts of the optical index, including its resonant parts, as a function of energy. The CoAve.dat is a three column file with the energy, real and imaginary parts of the index.

It is always convenient to check the correct matching of the absorption data to the tabulated funcitons, by checking the output of the beta write block, i.e. Cobeta plus and minus (refering to the ciruclar polarizations of the light). The same related to the index CoAve, whose real and imaginary parts should be inspected. 

One can compare with those found in databases or booklets such as the Berkeley orange booklet. For that, recall that:
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and simplificating to one type of atom, one has
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So you can check for example that 1-nr and ni have shapes and resonance energies that resamble  those of f1 and f2 vs energy in the tables (taking care of the energy dependence on the wavelength).

Modification 2: launching and comparing simple calculations with different predefined 



parameters

You can fix a parameter by removing its ranges of variation. To launch a calculation with some defined values you can also put as a comment the fitting commands by using the “<!—“and “ -- >”syntaxis. 


Instead of writing one by one you can load the parameters that are in the corresponding last variables file onto your .xml input file by tapping the command

“/scisoft/ESRF_sw/WRAPPERS/ppmgui  input_file.xml PARTIAL/last_variablesl”. That load the parameters without changing their range values in the .xml file.  That generates a .xml input file derived from the “input_file.xml”, with the name “NEW_input_file.xml”.

Modification 3: Changing a pure material for an alloy material in a layer

To do so, you change the layer description in the following way:




Modification 4: Fitting  a layer chemical composition 
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Modification 5: Adding layers in the repetition stack unit, for example, to simulate the interfaces.

In the example below, two identical layers are introduced to model the interface in the stack. The interfacial roughness will be represented by this layer, so no roughness is considered but the thickness of the interfacial layer is allowed vary. To allow the composition of the layer which represents an effective interface layer to vary, a parameter CoSicompInterf is introduced, which may be fixed by hand in the calculation or fitted, by putting or removing fitting range limits.








Modification 6: Fitting several scans simultaneously.

You may want to fit several scans simultaneously and the program easily allow you to do so. For example, one may whish to analyze the reflectivity curves measured at different photon energies to achieve confidence of the fitting parameters, when having a large number of parameters, by using the fact that the optical index is very sensitive to a scattering material for photon energies around the material atomic absorption edge. 

To do so, one simply needs to add different scan lists.


Modification 7. Calculating or fitting reflected intensity vs photon energy experimental data

2. Analyzing the magnetic contribution to the reflectivity with PPMXMXLTENS2

2.1 Outline

The PPMXMLTENS2 is an extension of PPMXML incorporating magnetic scattering.

To run it, in the linux version, you do

“/scisoft/ESRF_sw/WRAPPERS/ppmxmltens2  input_file.xml” in the directory of your input file and having created a subdirectory called PARTIAL.

To set up a windows version run under cygwin, you follow these instructions from the zip file with all the cygwin and ppm files (there are other programs there than ppmxmltens, but anyway)

EXTRACT ALL FILES

RUN SETUP TO INSTALL CYGWIN FROM THE LOCAL DIRECTORY, PASSING THE FILES DIRECTORY.

WHEN INSTALLING CYGWIN YOU NEED THE FOLLOWING PARTS:

IN DEVEL FOLDER, ALL THE GCC RELATED FILES, AND MAKE

IN PYHTON FOLDER, NUMERIC, PLIBXML2, PHYTHON

IN MATH, LAPAC

TO RUN PPMTENS FROM A CYGWIN WINDOWS (AT /CGYDRIVE/C )   DO

Way 1) 

/cygdrive/c/PPM/WRAPPERS/ppmxmlTens ./PPMTENSWIN/EXAMPLE/ideamagML.xml

If that does not work, then go to your input.xml file directory,

preferable a subdirectory of PPM, and do

Way 2) 

/cygdrive/c/PPM/WRAPPERS/ppmxmlTens ideamagML.xml

To setup the option to view/load output files using newplot (for windows), at cygwing command prompt type 

export ppmwritenewplot=1

setenv ppmwritenewplot 1

In my case I do a directory with my data and xml input file, and a PARTIAL subdirectory, and go there in the cygdrive, so I put a filepath for the program executable (last example). The first way should also work if properly set up.  It seems that in this version one does not get the newplot /spec file type, but the output data are in columns which are easy to plot with any software.
2.2 Input file.

The input file of PPMXMLTENS2 is similar to that of PPMXML but includes basically two additional parts of input data. The “MAGSCATTERER BLOCK”which includes the magnetic dependence of the optical index, and the “POLARIZATION” specification of the light polarization for the measurement, which is done in the scan list.




2.3 Coordinate and angular definitions.

The scattering plane is the XZ plane, X being the beam direction. 

The polarization of the x-ray beam is described on the basis its parallel (pi) and perpendicular (sigma) components of the polarization vector related to the scattering plane. The angle of incidence is defined related to the sample surface.
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2.4 Example of a complete input file for PPMXMLTENS2
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[image: image9]2.6 Modification to include and fit experimental data.

For that purpose one has to add a list of a scan containing the experimental data and with the proper data file format. This is … 

2.6 Modification to work with data for a fixed angle vs energy (one could do the same for fixed q)


<layer>


      <f>"roughness" 0.0 </f>


      <f>"thickness"  Interface_thickeness 6 0.0 15.0 </f>


      <ifos key="material" >


        <f> CoAve</f>


        <f> Co_eqpart_interf_dens </f>


        <f> Si_ind_one</f>


        <f> Si_eqpart_interf_dens </f>


      </ifos>


    </layer>





 start of input_file.xml





data file with the data to bild the optical indexes





data file with the data for the resonant part of the optical index, for the material at which resonance one will measure











defines the objects to store the optical indexes


























Objects to store the read absorption data with plus and minus polarizations





Calculates the isotropic absorption spectra, which is proportional to the imaginary part of the optical index.





Joins the experimental absorption data with proper terminations from a calculation to smooth the K-K integral transform; then the real and imaginary parts of the optical index are expanded into the E1 and E2 range by joining them to data from tables at e1 and e2. Factors are calculated to have a good matching, and this way the data are properly factorized to represent the optical index. All is stored in CoAve.

















Start of the building of the stack model of the sample





First layer is taken as a semi-infinite substrate.


Thickness indication 0.


ift gives the optical index of the material

















Second layer ( optional buffer layer)


























Introduces code needed to allow  roughness to be modelled by  a linear function of the thickness


rough.=RCO_1*t + RCO_0,


that can be different for each material, Co and Si in the present example











The repeated part of the stack. Give the number of repetitions and describes the layers in one structural unit.


Parameters are the roughness, thickness, and the density (or average if it is an alloy layer)





The order keeps being in layers from the substrate to the top.





ifos carries the optical index of the resonant material


one has to pass also the density





(one should  define a CoSi alloy laye, but for simplicity here is showed a model of a pure Co laye, see  next sections in this doc)





Second layer composing the multilayer repeated structure.





As in this case is Si and far from resonance, its optical index is specified as ift








Calculation to be performed. Normally, one may want to launch several defined calculations with fixed parameters to see the efect of some parameters, or either launch one and do an iterative fitting procedure.





fits112s150.dat is the file with the data to be fitted, with the tabbed columns: angle, Ia,Ib,Ia+Ib,Ia-Ib . The order can be changed passing the correct column numbers to angle_cols and refle_col. The angle factor to pass the angle values in radians, required by the program. The output is in radians, too.





wavelength, put your photon energy in eV, here 776.2 eV





column number for angles





factor to pass to radians





column number for weight in the fit


column number for the isotropous reflectivity data





normalization factor


and vertical offset








This outputs CoAve for checking, which contains the real and imaginary  parts of the optical index.


The parameters are the parameters for the plot (range and points), not those in the calculation.





This outputs betaCominus for checking, which contains the absorption spectra for C- polarization normalized to match the data in the optical tables to which it is joined to build the optical index (coave).





defines the fit object; even with no minimization this has to be here, as will be used to pass the calculation to the output file





writes values on the output file, ref1b








Uses an variant of the ameba minimization algorithm to make the fit


(slow but allow to see partial results)








Uses a Levenberg-Marquardt python algorithm to do a second  fit/alternative (refinement)





One can uses no minimization, one of them or both.





<system>


  <tf0>


    <s> f0_WaasKirf.dat </s>


  </tf0>





  <tf12>


    <s> f1f2_Windt.dat </s>


  </tf12>





  <ift>Co_ind_one


    <s> Co </s>


    <f>  1.0 </f>


  </ift>


  <ift>Si_ind_one


    <s> Si </s>


    <f>  1.0 </f>


  </ift>





  <bff>betaCominus


    <s> cobetam </s>


    <f>"shift"  0.0 </f>


    <f>"factor"  1/8. </f>


    <f>"rescaleXlambda"  0 </f>


  </bff>


  <bff>betaCoplus


    <s> cobetap </s>


    <f>"shift"  0.0 </f>


    <f>"factor"  1/8. </f>


    <f>"rescaleXlambda"  0 </f>


  </bff>


  <bsum>cobetamedio


    <f> betaCominus</f>


    <f>  0.5 </f>


    <f> betaCoplus</f>


    <f>  0.5 </f>


  </bsum>





  <KK>CoAve


    <bjoin key="filename_or_betaObject" >


      <f> cobetamedio</f>


      <f>"material" Co_ind_one</f>


      <f>"trim_left"  0 </f>


      <f>"trim_right"  0 </f>


    </bjoin>


    <f>"E1"  400 </f>


    <f>"E2"  1300 </f>


    <f>"N"  500 </f>


    <f>"e1"  600 </f>


    <f>"e2"  1100 </f>


    <f>"Fact"  1.0 </f>


    <f>"Dx"  0.0 </f>


    <f>"maglia" betaCominus</f>


    <f>"Nmaglia"  3 </f>


   <f>"material" Co_ind_one</f>


  </KK>


  <stack>


    <layer>


      <f>"roughness"  1.0 </f>


      <f>"thickness"  0.0 </f>


      <ift key="material" >


        <s> Si </s>


        <f>  2.3 </f>


      </ift>


    </layer>








    <layer>


      <f>"roughness"  1.0 </f>


      <f>"thickness"  30.0 </f>


      <ift key="material" >


        <s> Si </s>


        <f>  2.3 </f>


      </ift>


    </layer>


  </stack>











  <f> RCO_0 2.510875 2.0 8.0 </f>


  <f> RCO_1 -0.09978841 -0.3 0.1 </f>


  <f> RSI_0 2.769897 2.0 8.0 </f>


  <f> RSI_1 0.09308978 -0.1 0.3 </f>


  <dv>RCO_X


    <s> par(RCO_0)+self.VarCounter()*par(RCO_1) </s>


  </dv>


  <dv>RSI_X


    <s> par(RSI_0)+self.VarCounter()*par(RSI_1) </s>


  </dv>





 <stack repetitions="10" >

















    <layer>


      <f>"roughness" RCO_X</f>


      <f>"thickness"  50 </f>


      <ifos key="material" >


        <f> CoAve</f>


        <f>  8.9 </f>


      </ifos>


    </layer>














    <layer>


      <f>"roughness" RSI_X</f>


      <f>"thickness"  30 </f>


      <ift key="material" >


        <s> Si </s>


        <f>  2.33 </f>


      </ift>


    </layer>


  </stack>
































  <scanlist>	


    <scan>scan











      <s> fits112s150.dat </s>



































      <f>"wavelenghts_col"  12398.52/776.2 </f>








      <f>"angles_col"  1 </f>





      <f>"angle_factor"  1.0*arccos(-1)/180 </f>





      <f>"weight_col"  1.0 </f>





      <f>"refle_col"  4 </f>








      <f>"norm" nomrLE 63.60936 10 1000.0 </f>


      <f>"noise"  0.0 </f>


    </scan>


  </scanlist>


  <KK_write>


    <f> CoAve</f>


    <f>  500 </f>


    <f>  1200 </f>


    <f>  500 </f>


    <s> Coave2.dat </s>


  </KK_write>





  <Beta_write>


    <f> betaCominus</f>


    <f>  600 </f>


    <f>  1000 </f>


    <f>  500 </f>


    <s> beta_write.dat </s>


  </Beta_write>


 


 <fit>fit2


    <f>"width"  0 </f>


  </fit>





  <comparison_write>


    <f> fit2</f>


    <s> reflb </s>


  </comparison_write>








  <Minimise>


    <f>"fit" fit2</f>


    <s key="temperature" > .05*exp(-0.2*x) </s>


    <f>"max_refusedcount"  100 </f>


    <f>"max_isthesame"  10 </f>


  </Minimise>











  <MinimiseGeFit>


    <f>"fit" fit2</f>


  </MinimiseGeFit>


</system>





 <layer>


      <f>"roughness" RCO_X</f>


<f>"thickness"  LCo_thick 41.45748 30.0 80.0 </f>


      <ifos key="material" >


        <f> CoAve</f>


        <f>  8.9*0.75*  </f>


        <f> Si_ind_one </f>


        <f>  2.3*0.25*  </f>


      </ifos>


    </layer>








 <layer>


      <f>"roughness" RCO_X</f>


      <f>"thickness"  41.45748 30.0 80.0 </f>


      <ifos key="material" >


        <f> CoAve</f>


        <f>   8.9 </f>


      </ifos>


    </layer>





<layer>


      <f>"roughness" 0.0 </f>


      <f>"thickness"  Interface_thickness 4.0 0.0 15.0 </f>


      <ifos key="material" >


        <f> CoAve</f>


        <f> Co_eqpart_interf_dens </f>


        <f> Si_ind_one</f>


        <f> Si_eqpart_interf_dens </f>


      </ifos>


    </layer>





<f> CoSicomp 0.73 </f>


  <dv> Co_eqpart_dens


    <s> par(CoSicomp)*8.9 </s>


  </dv>


  <dv> Si_eqpart_dens 


    <s> 2.3-2.3*par(CoSicomp) </s>


  </dv>




















 <stack repetitions="10" >











    <layer>


      <f>"roughness" 0.0 </f>


      <f>"thickness"  LCoSI_thickness 38.36703 30.0 70.0 </f>


      <ifos key="material" >


        <f> CoAve</f>


        <f> Co_eqpart_dens </f>


        <f> Si_ind_one</f>


        <f> Si_eqpart_dens </f>


      </ifos>


    </layer>














    <layer>


      <f>"roughness" 0.0 </f>


      <f>"thickness" LSi_thickness 33.67569 20.0 50.0 </f>


      <ift key="material" >


        <s> Si </s>


        <f>  2.33 </f>


      </ift>


    </layer>


  </stack>


  





<f> CoSicompInterf 0.73 0.0 1.0 </f>


  <dv> Co_eqpart_interf_dens


    <s> par(CoSicompInterf)*8.9 </s>


  </dv>


  <dv> Si_eqpart_interf_dens 


    <s> 2.3-2.3*par(CoSicompInterf) </s>


  </dv>





(To model the dispersion of the alloy layer, here it has been considered that the CoSi layer acts as having a fraction of Co atoms x acting with the Co index and a (1-x) fraction of Si atoms acting with the Si index. The densities only enter because the optical index where calculated with density equal to one, so to correct for that.)





 <layer>


      <f>"roughness" RCO_X</f>


      <f>"thickness"  41.45748 30.0 80.0 </f>


      <ifos key="material" >


        <f> CoAve</f>


        <f>  8.9*0.75*  </f>


        <f> Si_ind_one </f>


        <f>  2.3*0.25*  </f>


      </ifos>


    </layer>








<f> CoSicomp 0.73 0 1.0  </f>


 <dv> Co_eqpart_dens


    <s> par(CoSicomp)*8.9 </s>


 </dv>


 <dv> Si_eqpart_dens 


    <s> (1-par(CoSicomp))*2.3 </s>


  </dv>





  <stack repetitions="10" >


    <layer>


      <f>"roughness" RCO_X</f>


      <f>"thickness"  LCoSi_thick 41.45748 30.0 80.0  </f>


      <ifos key="material" >


        <f> CoAve</f>


        <f>  Co_eqpart_dens </f>


        <f> Si_ind_one</f>


        <f>  Si_eqpart_dens </f>


      </ifos>


    </layer>








<bff>betaCominus


    <s> cobetamcosiv </s>


    <f>"shift"  0.0 </f>


    <f>"factor"  1/8. </f>


    <f>"rescaleXlambda"  0 </f>


  </bff>


  <bff>betaCoplus


    <s> cobetapcosiv </s>


    <f>"shift"  0.0 </f>


    <f>"factor"  1/8. </f>


    <f>"rescaleXlambda"  0 </f>


  </bff>





[…]





<KK>CoAve


    <bjoin key="filename_or_betaObject" >


      <f> cobetamedio</f>


      <f>"material" Co_ind_one</f>


      <f>"trim_left"  0 </f>


      <f>"trim_right"  0 </f>


    </bjoin>


    <f>"E1"  400 </f>


    <f>"E2"  1300 </f>


    <f>"N"  1000 </f>


    <f>"e1"  760 </f>


    <f>"e2"  830 </f>


    <f>"Fact"  1.0 </f>


    <f>"Dx"  0.0 </f>


    <f>"maglia" betaCominus</f>


    <f>"Nmaglia"  3 </f>


    <f>"material" Co_ind_one</f>


  </KK>





� EMBED Origin50.Graph  ���





� EMBED Origin50.Graph  ���





  <scanlist>


     <scan>scan


      <s> fits112s150.dat </s>


      <f>"wavelenghts_col"  12398.52/776.2 </f>


      <f>"angles_col"  1 </f>


      <f>"angle_factor"  1.0*arccos(-1)/180.0 </f>


      <f>"weight_col"  1.0 </f>


      <f>"refle_col"  4 </f>


      <f>"norm" nomrLE1 10.80589 0.0001 1000.0 </f>


      <f>"noise" offset1  1.145612e-05 0.0   0.001 </f>


    </scan>


  </scanlist>





  <scanlist>


    <scan>scan


      <s> fits115s124.txt </s>


      <f>"wavelenghts_col"  12398.52/776.8 </f>


      <f>"angles_col"  1 </f>


      <f>"angle_factor"  1.0*arccos(-1)/180.0 </f>


      <f>"weight_col"  1.0 </f>


      <f>"refle_col"  5 </f>


      <f>"norm" nomrLE2 0.80589 0.0001 1000.0 </f>


      <f>"noise" offset2  5.145612e-05 0.0   0.001 </f>


    </scan>


  </scanlist>


 





[…]





 <fit>fit2


    <f>"width"  0 </f>


  </fit>





  <comparison_write>


    <f> fit2</f>


    <s> reflb </s>


  </comparison_write>





<!--


  <Minimise>


    <f>"fit" fit2</f>


    <s key="temperature" > .05*exp(-0.2*x) </s>


    <f>"max_refusedcount"  100 </f>


    <f>"max_isthesame"  10 </f>


  </Minimise>





  <MinimiseGeFit>


    <f>"fit" fit2</f>


  </MinimiseGeFit>


-- >





</system>





σ





π











 <scanlist>


    <scan>scan


      <f>"Polarisation" Polarisation [(1,0,(1.0/math.sqrt(2.0),-1.0j/math.sqrt(2.0)))] </f>


      <f>"wavelenghts_col"  12398.52/776.2</f>


      <f>"angles_col"  [0.1,60,0.05] </f>


      <f>"angle_factor"  1.0*arccos(-1)/180.0 </f>


     </scan>


  </scanlist>





<KK_write>


    <f> CoAve</f>


    <f>  600 </f>


    <f>  1000 </f>


    <f>  3000 </f>


    <s> Coave2.dat </s>


  </KK_write>


  <KK_write>


    <f> CoPlus</f>


    <f>  600 </f>


    <f>  1000 </f>


    <f>  3000 </f>


    <s> Coplus.dat </s>


  </KK_write>


  <KK_write>


    <f> CoMinus</f>


    <f>  600 </f>


    <f>  1000 </f>


    <f>  3000 </f>


    <s> Cominus.dat </s>


  </KK_write>


  <fit>fit


    <s key="meritfunction" > sin4 </s>


    <f>"width"  0 </f>


  </fit>


  <comparison_write>


    <f> fit</f>


    <s> 776eV20p4nmR5A_CoSi65_75</s>


  </comparison_write>


</system>





 














If it is an integer, the program detects that in the data there is a column with the energy values to be used, the column number being the integer passed.





The value for the (fixed) angle can be passed here,


or a column number, too. 





  


<scanlist>


     <scan>scan


      <s> Es833s834.dat </s>


      <f>"wavelenghts_col"  2 </f>


      <f>"angles_col"  3 </f>


      <f>"angle_factor"  1.0*arccos(-1)/180.0 </f>


      <f>"weight_col"  1.0 </f>


      <f>"refle_col"  7 </f>


      <f>"norm" nomrLE1 10.80589 0.0001 1000.0 </f>


      <f>"noise" offset1 1.145612e-05 0.0   0.001 </f>


    </scan>


  </scanlist> 





In this first example, two scans with no experimental data, to calculate first, the circular  plus polarization reflectivity, second, the circular minus polarization.





Polarisation has 3 elements


(n1, n2, (n3,n4)):


- a multiplicative factor which helps when building differences for two polarizations, etc…


- a “0”or “1”switch which reverses the polarization (mathematically one changes the incidence angle theta to 180-theta )


- the third is a double element (n3,n4) giving the amplitudes of the polarization vector in the (PI, SIGMA) BASIS. This means, (1,0) for PI polarization, (0,1) for SIGMA, and in the example the combination for plus and minus circular polarizations.





The angles_col is changed as related to the case where experimental data are used, as in that case the angular range is read from the data.


Here, for the calculation, it is specified by (n1,n2,n3) in degrees, being n1 the low angle limit, n2 the high angle limit and n3 the angular increment.





 Note: the instructions have to be always in a single line !!, 


i.e. <f> …</f> 





In this second example, which uses experimental data, the difference between the reflectivity for right and left circular polarization is calculated. Recall that now the angles are to be taken from column 1 of the data file. Note that here we set up to fit the column 5 of our data.








		


<scanlist>





    <scan>scan





      <f>"Polarisation" Polarisation [(1,0,(1.0/math.sqrt(2.0),1.0j/math.sqrt(2.0)))] </f>





      <f>"wavelenghts_col"  12398.52/776.2 </f>





      <f>"angles_col"  [0.1,60,0.05] </f>





      <f>"angle_factor"  1.0*arccos(-1)/180.0 </f>





    </scan>





 </scanlist>





 <scanlist>





    <scan>scan





      <f>"Polarisation" Polarisation [(1,0,(1.0/math.sqrt(2.0),-1.0j/math.sqrt(2.0)))] </f>





      <f>"wavelenghts_col"  12398.52/776.2</f>





      <f>"angles_col"  [0.1,60,0.05] </f>





      <f>"angle_factor"  1.0*arccos(-1)/180.0 </f>





     </scan>





  </scanlist>





[…]








           ******************************************


	EXAMPLE LOADING EXPERIMENTAL DATA


	******************************************





<scan>scan


      <s> refCoSiu21.dat </s>


      <f>"Polarisation" Polarisation [(0.5,0,(1.0/math.sqrt(2.0),1.0j/math.sqrt(2.0))),(-.5,1,(1.0/math.sqrt(2.0),1.0j/math.sqrt(2.0)))] </f>


      <f>"wavelenghts_col"  12398.52/774.8 </f>


      <f>"angles_col"  1 </f>


      <f>"angle_factor"  1.0*arccos(-1)/180.0 </f>


      <f>"weight_col"  1.0 </f>


      <f>"refle_col"  5 </f>


      <f>"norm" nomrLE 64.33624 10 1000.0 </f>


      <f>"noise"  0.0 </f>


    </scan>














<f>"E1"  400 </f>


    <f>"E2"  1300 </f>


    <f>"N"  3000 </f>


    <f>"e1"  600 </f>


    <f>"e2"  1100 </f>


    <f>"Fact"  1.0 </f>


    <f>"Dx"  0.0 </f>


    <f>"maglia"  betaCominus.maglia </f>


    <f>"Nmaglia"  3 </f>


    <f>"material" Co_ind_one</f>


  </KK>


  <KK>CoAve


    <bjoin key="filename_or_betaObject" >


      <f> cobetamedio</f>


      <f>"material" Co_ind_one</f>


      <f>"trim_left"  0 </f>


      <f>"trim_right"  0 </f>


    </bjoin>


    <f>"E1"  400 </f>


    <f>"E2"  1300 </f>


    <f>"N"  3000 </f>


    <f>"e1"  600 </f>


    <f>"e2"  1100 </f>


    <f>"Fact"  1.0 </f>


    <f>"Dx"  0.0 </f>


    <f>"maglia"  betaCominus.maglia </f>


    <f>"Nmaglia"  10 </f>


    <f>"material" Co_ind_one</f>


  </KK>


  <MagScatterer key="material" >CoMagXp


    <f>"NameFilePlus" CoPlus</f>


    <f>"NameFileMinus" CoMinus</f>


    <f>"versor"  Numeric.array([1.0,0.0,0.0]) </f>


    <f>"RelativeDensity"  1.0 </f>


    <f>"Saturation" 1.0 -2.0 2.0 </f>


  </MagScatterer>


  <MagScatterer key="material" >CoMagXm


    <f>"NameFilePlus" CoPlus</f>


    <f>"NameFileMinus" CoMinus</f>


    <f>"versor"  Numeric.array([-1.0,0.0,0.0]) </f>


    <f>"RelativeDensity"  1.0 </f>


    <f>"Saturation" 1.0 -2.0 2.0 </f>


  </MagScatterer>


  <MagScatterer key="material" >CoMagYp


    <f>"NameFilePlus" CoPlus</f>


    <f>"NameFileMinus" CoMinus</f>


    <f>"versor"  Numeric.array([0.0,1.0,0.0]) </f>


    <f>"RelativeDensity"  1.0 </f>


    <f>"Saturation" 1.0 -2.0 2.0 </f>


  </MagScatterer>


  <MagScatterer key="material" >CoMagYm


    <f>"NameFilePlus" CoPlus</f>


    <f>"NameFileMinus" CoMinus</f>


    <f>"versor"  Numeric.array([0.0,-1.0,0.0]) </f>


    <f>"RelativeDensity"  1.0 </f>


    <f>"Saturation" 1.0 -2.0 2.0 </f>


  </MagScatterer>


  











<system>


  <tf0>


    <s> f0_WaasKirf.dat </s>


  </tf0>


  <tf12>


    <s> f1f2_Windt.dat </s>


  </tf12>


  <ift>Co_ind_one


    <s> Co </s>


    <f>  1.0 </f>


  </ift>


  <ift>Si_ind_one


    <s> Si </s>


    <f>  1.0 </f>


  </ift>


  <bff>betaCominus


    <s> cobetam </s>


    <f>"shift"  0.0 </f>


    <f>"factor"  1/8. </f>


    <f>"rescaleXlambda"  0 </f>


    <f>"saturation"  1.0 </f>


  </bff>


  <bff>betaCoplus


    <s> cobetap </s>


    <f>"shift"  0.0 </f>


    <f>"factor"  1/8. </f>


    <f>"rescaleXlambda"  0 </f>


    <f>"saturation"  1.0 </f>


  </bff>


  <bsum>cobetamedio


    <f> betaCominus</f>


    <f>  0.5 </f>


    <f> betaCoplus</f>


    <f>  0.5 </f>


  </bsum>


  <KK>CoPlus


    <bjoin key="filename_or_betaObject" >


      <f> betaCoplus</f>


      <f>"material" Co_ind_one</f>


      <f>"trim_left"  0 </f>


      <f>"trim_right"  0 </f>


    </bjoin>


    <f>"E1"  400 </f>


    <f>"E2"  1300 </f>


    <f>"N"  3000 </f>


    <f>"e1"  600 </f>


    <f>"e2"  1100 </f>


    <f>"Fact"  1.0 </f>


    <f>"Dx"  0.0 </f>


    <f>"maglia"  betaCominus.maglia </f>


    <f>"Nmaglia"  3 </f>


    <f>"material" Co_ind_one</f>


  </KK>


  <KK>CoMinus


    <bjoin key="filename_or_betaObject" >


      <f> betaCominus</f>


      <f>"material" Co_ind_one</f>


      <f>"trim_left"  0 </f>


      <f>"trim_right"  0 </f>


    </bjoin>


     











<stack>


    <layer>


      <f>"roughness"  0.0 </f>


      <f>"thickness"  0.0 </f>


      <ift key="material" >


        <s> Si </s>


        <f>  2.33 </f>


      </ift>


    </layer>


    <layer>


      <f>"roughness"  0.0 </f>


      <f>"thickness"  30.0 </f>


      <ift key="material" >


        <s> Si </s>


        <f>  2.33 </f>


      </ift>


    </layer>


  </stack>


  <stack repetitions="5" >


   <layer>


      <f>"roughness"  5.0 1.0 50.0 </f>


      <f>"thickness"  30.0 10.0 110.0 </f>


      <ifos key="material" >


        <f> CoMagXp</f>


        <f>  8.9*0.75 </f>


        <f> Si_ind_one</f>


        <f>  2.33*0.25 </f>


      </ifos>


    </layer>


   <layer>


      <f>"roughness"  5.0 1.0 50.0 </f>


      <f>"thickness"  30.0 10.0 110.0 </f>


      <ift key="material" >


	  <s> Si </s>


        <f> 2.33 </f>


      </ift>


    </layer>


    <layer>


      <f>"roughness"  5.0 1.0 50.0 </f>


      <f>"thickness"  40.0 10.0 110.0 </f>


      <ifos key="material" >


        <f> CoMag</f>


        <f>  8.9*0.75 </f>


        <f> Si_ind_one</f>


        <f>  2.33*0.25 </f>


      </ifos>


    </layer>


  </stack>


 


     <scanlist>


    <scan>scan


      <f>"Polarisation" Polarisation [(1,0,(1.0/math.sqrt(2.0),1.0j/math.sqrt(2.0)))] </f>


      <f>"wavelenghts_col"  12398.52/776.2 </f>


      <f>"angles_col"  [0.1,60,0.05] </f>


      <f>"angle_factor"  1.0*arccos(-1)/180.0 </f>


    </scan>


 </scanlist>


 





Y





Z





X





θ








� Disclaimer: I prepared this documentation when  first time getting onto the task of performing data analysis using the softwares developped by Alessandro Mirone@ ESRF scientific computing group. The documentation describes briefly the programs, how to use them and  provides some examples I did on how to introduce different physical models  for the data analysis. The autor of this documentation (Manuel Valvidares) is the only responsible of any mistake or uncorrection, but hopes that it can still be of help.
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